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Using a macroscopic analysis, we investigate the signal propagation in time-dependent noncollinear spin
transport through magnetic multilayers. As in the collinear case, we find a wavelike character in addition to its
diffusive character, which allows one to extract a finite spin-signal-propagation velocity. We numerically study
the dynamics of a pure spin current pumped into a nonmagnetic layer by a precessing magnetization in an
adjacent ferromagnetic layer for precession frequencies ranging from GHz to THz. The wave character of spin
transport produces deviations from pure spin-diffusion dynamics for modulation frequencies of several 10
GHz. In this frequency range, the polarization of the pumped spin current is still approximately parallel to the
injected spin at the interface at all times. Above 100 GHz, the wave character of the spin current becomes
obvious because the polarization is no longer parallel to the injected spin.
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I. INTRODUCTION

Transporting information encoded in electronic spins
through layers of ferromagnetic and normal metals is a cen-
tral theme of magnetoelectronics.1 Structures, in which all
spins are essentially collinear, i.e., parallel or antiparallel,
have been thoroughly investigated in experimental and theo-
retical studies. The quasistatic properties for the special case
of structures with collinear spin and magnetization directions
where the spin-polarized current flows perpendicularly to the
plane of the layers,2 can be analyzed in terms of a scalar
space-dependent spin accumulation for up and down spins.3,4

The functionality of collinear magnetoresistive structures can
be enhanced by including tunneling elements.5–7 Although
collinear spin transport is of importance for certain variants
of giant and tunneling magnetoresistance effects, a noncol-
linear alignment of spin and magnetization orientations leads
to additional degrees of freedom for the manipulation of spin
angular momentum and has attracted much attention in re-
cent years.1,8 For instance, one can exploit the angular de-
pendence of the giant magnetoresistance effect,9 or can
change the alignment of spins by spin currents, leading to the
phenomenon of spin transfer torque10–13 and potential novel
applications.14 A different method to exploit the freedom of
noncollinear spin orientations in magnetic multilayers is the
use of magnetization precession in a ferromagnetic layer,
which “pumps” a spin current into an adjacent nonmagnetic
metal.15 A precessing magnetization, which is necessary for
spin pumping, creates the need to deal with a time-dependent
orientation of the spins in the whole multilayer so that it
becomes essential to study dynamical noncollinear spin
transport problems.

We are concerned with a theoretical analysis of the propa-
gation of signals encoded in a spin current, which flows
through a multilayered structure with noncollinear magneti-
zation and spin directions. Most investigations of time-
dependent noncollinear spin transport are based on the
Bloch-Torrey diffusion equations for the nonequilibrium
magnetization or spin accumulation.16 These equations es-
sentially describe spin transport as a diffusion process and
therefore show the same problem as the spin-diffusion equa-

tion for collinear spins:17–20 no finite propagation velocity for
a spin signal can be defined because the diffusion equation
leads to a finite spin-current density everywhere as soon as
there is a source. Recently, we showed that this difficulty can
be resolved for collinear spin transport by using a “tele-
graph,” or spin wave-diffusion equation, which generalizes
the diffusion equation, and leads to noticeable differences
from the diffusion equation results for frequencies exceeding
several 100 GHz for metals such as copper.21 Importantly,
the wave-diffusion duality enables one to define a finite
propagation velocity for the spin signal. In this paper, we use
a similar treatment for noncollinear spin transport to show
how a finite signal-propagation velocity arises in this case.
We predict that noncollinear spin transport at high frequen-
cies shows a dynamics that is more complicated than what is
expected from an analysis using the spin-diffusion equation.
We numerically analyze the propagation of a spin current
pumped into a nonmagnetic metal by a precessing magneti-
zation in an adjacent ferromagnetic layer.

This paper is organized as follows. In Sec. II, we present
the macroscopic dynamical equations governing noncollinear
spin transport. In Sec. III, the dynamical equations are com-
bined into a wave-diffusion equation, which is studied ana-
lytically to discuss qualitative aspects of dynamical noncol-
linear spin transport. In Sec. IV, we solve numerically the
dynamical equations for the spin transport, and the main con-
clusions are summarized in Sec. V.

II. DYNAMICAL EQUATIONS

In nonmagnetic conductors and some ferromagnetic
metals,22 the dynamics of conduction electrons under the in-
fluence of external fields can be described by a generalized
semiclassical Boltzmann equation23,24
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which we take as the starting point for our analysis of time-
dependent noncollinear electron-spin transport in these sys-
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tems. In Eq. �1�, �̂�r� ,k� , t� is the single-particle density matrix
in spin space,

�̂ = ��↑↑ �↑↓

�↓↑ �↓↓
	 , �2�

�̂�r� ,k� , t� is the effective single-particle energy matrix, and

· , ·� and �· , ·� denote, respectively, the anticommutator and
commutator for matrices in spin space. For completeness, we
remark that in Eq. �2�, the single-particle density matrix

�ss��r�,k�,t� =
V

�2��3� d3qeiq� ·r�ck�−q�/2,s�
† ck�+q�/2,s� , �3�

is defined by a statistical average over creation and annihila-
tion operators c† and c, with normalization volume V. The
diagonal matrix elements �↑↑ and �↓↓ are the electron distri-
bution functions of the spin up and spin down, respectively,
whereas the off-diagonal elements �↑↓=�↓↑

� represent the spin

coherence.25 Because the unit matrix Î and the Pauli matrices
�̂x, �̂y, and �̂z form a basis for 2�2 matrices, the spin-

density matrix �̂ can be represented by �̂= �1 /2����↑↑+�↓↓�Î
+u� · �̂�, where u� =Tr��̂�̂�= �2 Re �↑↓ ,−2 Im �↑↓ ,�↑↑−�↓↓� is
the Bloch vector and �̂ the vector of Pauli matrices.

Before proceeding from Eq. �1� for the spin-density ma-
trix to equations for macroscopic quantities, such as spin-
current density and spin accumulation, we list a few assump-
tions made about quantities occurring in Eq. �1�. First, we
consider only layered structures whose extensions perpen-
dicular to the growth direction �x axis� are infinite, and we
also assume that the electric field E� =Ex� / �x�� is oriented along
the growth direction x�. Second, the effect of magnetic fields
on the orbital motion of electrons is neglected. These mag-
netic fields include the static external magnetic field B� s and
the magnetic field generated by induction due to the time-
dependent electric field E� �x , t�.26 We therefore assume that
the electric field E�x , t�=−���x , t� /�x can be derived from a
time-dependent electric potential ��x , t�. Third, an isotropic
effective-mass model for the spin-degenerate conduction
electrons is used, i.e., �k=�2k2 / �2m��=m�v2 /2, where k� and
v� denote the electron wave vector and velocity, respectively.
Thus we have to deal with a spin-density matrix �̂ that de-
pends only on x and has cylindrical symmetry around the x
axis in k space.

Finally, we make a relaxation-time approximation for the
collision term27

� � �̂

�t
�

col
= −

�̂ − �̂�a

	
−

�̂�a − �Î/2�Tr�̂�a

T1
, �4�

where 	 and T1 are the momentum and spin-relaxation times,
respectively. �̂�a��4��−1�d
k��̂ is the angular average in
the momentum space. By using Eq. �4� for the collision term,
we have assumed that the longitudinal spin-relaxation time
T1 is equal to the transverse one T2. The validity of this
approximation is discussed in detail by Ref. 16. Note that T1
in Eq. �4� is one half of 	sf used in Eq. �2� of Ref. 27.
Moreover, Eq. �4� has used the isotropic approximation,
which assumes a spherical Fermi surface for the materials.

Thus, the spin-relaxation time T1 should be understood as an
average over all of the Fermi surface including the spin hot
spots, which have higher spin-relaxation rates than the ma-
jority parts of the nonspherical Fermi surfaces of the materi-
als, such as polyvalent metals.28,29

With above simplifications, the effective single-particle

energy �̂�r� ,k� , t� is simplified to �̂�x , �v� � , t�=�0Î+ �̂s, where
�0=�2k2 / �2m��−e��x , t� and �̂s=−� ·B� s=�B�̂ ·B� s. There-
fore, Eq. �1� simplifies to
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−
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T1
, �5�

where �=g�B /� is the absolute value of the electron �g
�2� gyromagnetic ratio. This semiclassical Boltzmann equa-
tion will be used to study the spin dynamics for pumping
frequencies up to 10 THz. As stressed in Ref. 23, the appli-
cability of the Boltzmann equation is not restricted to fre-
quencies small compared with the scattering rates, 1 /	 and
1 /T1, in the collision terms of Eq. �5�. In the limit 	�1, the
electrons are scattered many times during a period, whereas
in the opposite limit 	�1, the electrons may complete sev-
eral cycles between two successive collisions.

To derive macroscopic spin transport equations compa-
rable with the Bloch-Torrey diffusion equation, we need to
sum over the electron wave vector k� or, equivalently, the
velocity v� in Eq. �5�. We first derive an equation for the spin
density27,30 by multiplying both sides of Eq. �5� by �̂ /V,
taking the trace, and summing over v� ,

�n�s�x,t�
�t

= − �n�s�x,t� � B� s −
n�s�x,t�

T1
−

�j�s�x,t�
�x

, �6�

where n�s�x , t�=V−1�v�Tr��̂�̂�=V−1�v�u� and j�s�x , t�
=V−1�v�vx Tr��̂�̂�=V−1�v�vxu� are the spin density and spin-
current density, respectively. For the spin-current density, we
multiply both sides of Eq. �5� by vx�̂ /V, take the trace, and
sum over v� . Using the expansion �Eq. �A2�� for the velocity
dependence of the spin-density matrix and the procedure in
Appendix A, we obtain

j�s�x,t� = − D
�n�s�x,t�

�x
− �E�x,t�n�s�x,t�

− 	�j�s�x,t� � B� s − 	
�j�s�x,t�

�t
, �7�

where

D =
vF

2

3
	 �8�

is the diffusion constant and �=e	 /m� is the electron mobil-
ity. Note that n�s�x , t� and j�s�x , t� defined above are the par-
ticle �electron� number densities, which can be converted to
the charge, spin, and magnetic-moment densities by multipli-
cation with −e, � /2, and −�B, respectively. The spin density
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n�s�x , t� can also be converted to the chemical-potential dif-
ference �s�x , t�, i.e., the spin accumulation, by the relation
n�s�x , t�=N�s�x , t�, where N=4�m�2vF /h3 is the density of
states at the Fermi level of the electron gas for one spin
orientation.31

Equation �7� resembles the dynamical equation for the
spin-current density derived by Qi and Zhang27 using a
“mean-field” approximation. Our derivation shows that their
quantity vx

2 is equal to cs
2=vF

2 /3. As will be discussed in Sec.
III, cs is the wavefront velocity for a spin disturbance, which
plays an important role in spin-signal-propagation
dynamics.21

III. WAVE-DIFFUSION EQUATION

To see the physical significance of Eqs. �6� and �7� for the
time-dependent noncollinear spin transport and compare
them with the Bloch-Torrey equation, we combine them by
eliminating j�s�x , t� into a form reminiscent of a telegraph
equation21

�2n�s�x,t�
�t2 + �1

	
+

1

T1
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	T1
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�E�x,t�
�x

n�s�x,t� .

�9�

Similarly, one can also derive an equation for j�s�x , t� by
eliminating n�s�x , t� from Eqs. �6� and �7�. Equation �9� can
be called a “spin wave-diffusion equation” because it con-
tains an additional second-order time derivative, which is
absent in the spin-diffusion equation. The second-order time
and space derivatives lead to a wave character in addition to
its diffusion character and thus yield a well-defined propaga-
tion velocity cs=vF /�3 for the signal in time-dependent non-
collinear spin transport in a similar way to the collinear
case.21

Assuming the static magnetic field B� s to be oriented along
the z axis and separating the components perpendicular
�transverse� and parallel �longitudinal� to B� s in Eq. �9�, we
have
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and
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2�2ns
z

�x2 +
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�ns
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�x
ns
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�11�

In the following, only the equations for the transverse com-
ponent �Eq. �10�� will be discussed since the equation for the
longitudinal component is similar to that of the collinear
case.21 For vanishing electric field, i.e., E=0, we seek
damped and dispersive wave solutions to Eq. �10� of the
form

ns
x�x,t� = n0 exp�i�kx − t�� , �12�

ns
y�x,t� = n0 exp�i�kx − t + ��� , �13�

where  is the angular frequency and k=kr+ iki the complex
wave vector. Substituting Eqs. �12� and �13� into Eq. �10�,
we obtain the dispersion relation

2 + i�1/	 + 1/T1� − 1/�	T1� − cs
2k2 + �2Bs

2

− �Bs�2 + i�1/	 + 1/T1��sin � = 0, �14�

where � is restricted to �= � �� /2�+2n� and n is an integer
because ns

x and ns
y must satisfy the two coupled equations

shown by Eq. �10� at the same time. According to Eqs. �12�
and �13�, �=+�−�� /2 corresponds to the rotation direction
of the transverse component of n�s�x , t� with x at time t. For
definiteness, we study the case with �=� /2 in the following.
Substituting k=kr+ iki into Eq. �14� and separating the real
and imaginary parts, we have

kr�i�
2 =

1

2cs
2 ��b2 + eff

2 �2 + �− �b� , �15�

where eff=−�Bs and b=eff
2 −�. Here, the constants �

=1 /	+1 /T1 and �=1 / �	T1� have been introduced. The
wavelength and damping length can be defined as �=2� /kr
and ld=1 /ki, respectively. The equation of the critical angu-
lar frequency crit, above which the wave character is sig-
nificant, can be derived by setting �= ld,

eff
crit	 =

1

2
���1 + �� + ��2�1 + ��2 + 4�� � � + �� +

1

�
	� ,

�16�

where �=�−1 / �4���3.06 and �=	 /T1. Then, we have
crit	=3.06+3.4�+	�Bs approximately.

IV. DYNAMICS OF PUMPED SPIN CURRENT

In this section, we study the evolution of the spin current
injected into a nonmagnetic layer by the spin-pumping
mechanism.15 In a junction composed of a ferromagnetic �x
�0� and a nonmagnetic �x�0� layer, the magnetization pre-
cession of the ferromagnet around an external magnetic field
B� pump acts as a “spin pump” which transfers spin angular
momentum from the ferromagnet to the adjacent nonmag-
netic layer. The spin-current density pumped into the non-
magnetic layer is15,31,32
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j�s
pump =

1

2�

g↑↓

S
m� �

dm�

dt
, �17�

where g↑↓ is the spin-mixing conductance and S is the area of
the interface. Here, m� is the unit vector for the magnetization
of the ferromagnet. Note that the pumped spin current has
been converted to a particle number current density j�s

pump.
Since we are interested in the spin current pumped into a
nonmagnetic layer and not in the dynamics of the ferromag-
net, we neglect the back-flow spin current I�s

back, which flows
from the nonmagnetic layer to the ferromagnet due to the
spin accumulation in the nonmagnetic layer.31 Although the
back-flow spin current can limit the achievable spin current
into the nonmagnetic conductor, we do not approach this
limit here. With this simplification, we have j�s

pump=j�s�x
=0, t�, where j�s�x=0, t� is the spin-current density at the left
boundary of the nonmagnetic layer. Separating the compo-
nents perpendicular and parallel to the magnetic field B� pump,
we can write j�s�x=0, t� as

js
x�x = 0,t� = g↑↓�4�S�−1 sin�2��cos�t� , �18�

js
y�x = 0,t� = g↑↓�4�S�−1 sin�2��sin�t� , �19�

js
z�x = 0,t� = g↑↓�2�S�−1 sin2 � , �20�

where  is the angular frequency of both the magnetization
precession and the spin-current density j�s�x=0, t�. Here, t is
the angle between j�s

� �js
x and js

y� and the x axis, and � is the
angle between m� and B� pump, so that � is also the angle be-
tween j�s�x=0, t� and the xy plane. The amplitude of j�s

� is
much larger than js

z since � is very small under the usual
radio-frequency excitation conditions.32 Therefore, we will
focus on j�s

� in the following.
The propagation of j�s

��x=0, t� into the nonmagnetic layer
is described by Eqs. �6� and �7�. In a typical setup for spin
pumping, there is no electric or magnetic field in the non-
magnetic layer, i.e., E=0 and B� s=0. Now, separating the
components perpendicular and parallel to the magnetic field
B� pump, we can rewrite Eqs. �6� and �7� as

�ns
+

�t
+

� js
+

�x
= −

ns
+

T1
, �21�

js
+ = − D

�ns
+

�x
− 	

� js
+

�t
, �22�

where ns
+=ns

x+ ins
y and js

+= js
x+ ijs

y are introduced to simplify
the notations. The equations for the parallel component can
be obtained after replacing ns

+ and js
+ by ns

z and js
z in Eqs. �21�

and �22�, respectively. The method of characteristics used for
the numerical solution to Eqs. �21� and �22� is outlined in
Appendix B.

In our numerical calculation, Cu and permalloy �Py� are
chosen as the materials for the nonmagnetic and ferromag-
netic layers, respectively. The Fermi velocity of Cu is vF
=1570 nm /ps and thus the wave-front velocity is cs
=vF /�3=906 nm /ps. The momentum and spin-relaxation

times are 	=0.07 ps and T1=3.5 ps, respectively.21 The
critical frequency can be estimated to be �crit=crit / �2��
=7.11 THz from Eq. �16�. We study several pumping fre-
quencies: �a=1 /Ta=2 GHz, �b=1 /Tb=20 GHz, �c=1 /Tc
=200 GHz, and �d=1 /Td=8.33 THz. For a Py/Cu
junction,31 g↑↓S−1 is on the order of 1015 cm−2. The preces-
sion cone angle � can reach 15° for a sufficiently intense
radio-frequency field.32 Therefore, we choose the amplitude
of j�s

�, i.e., g↑↓�4�S�−1 sin�2��, to be 5�10−3 nm−2 ps−1 for
the frequencies mentioned above.

Figure 1 shows snapshots of the spin-current density j�s
� at

t= �5 /4�Ta, �5 /4�Tb, and �5 /4�Tc, for the frequencies, �a, �b,
and �c, respectively. According to Eqs. �18� and �19�, we
have js

x�x=0, t�=0 and js
y�x=0, t�= �j�s

��x=0, t�� at t
= �5 /4�Ta�b,c�, and so j�s

��x=0, t� points in the direction of the
y axis, which can also be seen in Fig. 1. Figure 1�a� shows
that j�s

��x , t� points along y axis nearly everywhere except far
away from the interface. The results in Fig. 1�a� are approxi-
mately consistent with those obtained from the diffusion
equation in Refs. 31 and 32, where it is shown that both the
spin-current density and spin accumulation point along the
same direction at all positions for all frequencies for any
given time t. According to diffusion theory, j�s

��x , t� should
point along y axis everywhere at t= �5 /4�Ta,�b,c�. The devia-
tion of j�s

� from the y axis at x�0 is an indication how much
the spin-current dynamics shown here differs from the cor-
responding spin-diffusion result. Figure 1�a� therefore indi-
cates that the diffusion equation provides a good description
of the time-dependent spin transport in the low-frequency
range.33 The deviation of the direction of j�s

� for x�0 in-
creases with frequency and becomes noticeable at �b=1 /Tb
=20 GHz as shown in Fig. 1�b�. Starting around this fre-
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FIG. 1. Snapshots of the spin-current density j�s
� at t=5 /4 Ta,

5 /4Tb, and 5 /4Tc, for the frequencies, �a, �b, and �c, respectively
�see text�. j�s

� is plotted as vector starting from its x coordinate.
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quency, the applicability of the diffusion equation becomes
questionable. For even higher frequencies, such as �c=1 /Tc
=200 GHz shown in Fig. 1�c�, the dynamical spin current
exhibits two new important features. First, the direction of
the spin-current vector shows a strong x dependence, which
is a qualitative difference to the spin-diffusion result. Physi-
cally this behavior is due to finite propagation velocity cs,
which results in a phase difference of j�s

� at x=0 and x=x0
�0: ����x0 /cs�, where  is the angular frequency of
j�s

��x=0, t�. In spin-diffusion theory, �� is zero for all values
of x and  because of its unphysical infinite spin-signal-
propagation velocity. The phase shift �� increases with both
x0 and frequency, as can be seen from Fig. 1. Second, Fig. 1
shows that the penetration depth of the spin current decreases
with frequency. This is reminiscent of the Hanle effect for
spin diffusion in a magnetic field, where the penetration
depth also decreases with the Larmor frequency. This effect
can be explained by a random-walk model for the diffusion
process, in which the precessing electronic spins acquire dif-
ferent phases along their walk.34 However, since the spin-
current dynamics shown in Fig. 1 is a wave-diffusion dynam-
ics, it is likely more appropriate to explain the decreasing
penetration depth at higher frequencies by the “skin effect”
inherent in the wave-diffusion equation.21

Figure 2 shows snapshots of the spin density n�s
� for the

same parameters as in Fig. 1. The spin density n�s
� deviates

from the y axis everywhere even directly at the interface and
is noncollinear with j�s

� at any x point for all of the three
frequencies. This feature is different from the result of the
diffusion equation, where j�s

� and n�s
� are collinear.31,32 The

phase shift of n�s
� also varies with frequency. These features

result from the wave characteristics of the time-dependent
spin transport. To see this, let us look at Eq. �7� and �22�. The

wave characteristics originate from the last term of Eq. �7�
and �22�, which is absent in the corresponding equation for
the spin-current density in the spin-diffusion theory �see, for
instance, Eq. �9� in Ref. 31�. This additional term means that
there is no instantaneous relation between js

+ and ns
+ �j�s

� and
n�s

�� but the dynamics is influenced by the finite relaxation
time 	. Therefore, j�s

� and n�s
� have enough time to adjust and

become almost collinear at low frequency ���crit, where the
signal varies slowly enough. At higher frequencies, compa-
rable with �crit, there is not enough time for j�s

� and n�s
� to

become essentially collinear. Moreover, comparing the re-
sults of the three frequencies in Fig. 2, one can also see that
the amplitude of n�s

� decreases with frequency. The reason is
that the signal varies faster at higher frequency so that the
spin density has less time to reach its maximum amplitude.
As pointed out above for the spin-current density, the pen-
etration depth of n�s

� decreases with frequency due to the
“skin” effect.

According to Eq. �16�, the diffusion character is dominant
at the frequencies considered so far because they are still
smaller than the critical frequency �crit. This conclusion is
supported by the numerical results presented in Figs. 1 and 2,
although Figs. 1�c� and 2�c� have already shown weak wave-
like character. The deviation from the diffusion equation de-
pends largely on the frequency of the spin signal and mo-
mentum relaxation time, which varies with material,
temperature, doping, and excitation condition. In the follow-
ing, we show the numerical results for a frequency �d
=8.33 THz, where the wave character is significant accord-
ing to Eq. �16�.

Figure 3 shows snapshots of the spin-current density j�s
� at

t=1Td, 2Td, and 3Td, respectively. The wave form and wave
front are clearly visible in Fig. 3. The propagation velocity of
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the spin signal can be estimated by tracking the motion of the
wave front. The result is approximately equal to the analyti-
cal result cs=906 nm /ps. The phase velocity can also be
estimated by measuring the wavelength � and using vp
=� /Td. The result is roughly equal to the wave-front velocity
cs, which also indicates the significance of the wave charac-
ter, albeit on the length scale of the damping length �dynami-
cal spin-diffusion length�. To demonstrate the wave character
more directly, we plot the results of Fig. 3�a� again in Fig. 4,
where j�s

� is shown in a vector plot. Note that �d is beyond
the frequency range in which Eq. �17� is valid because Eq.
�17� is only applicable in the adiabatic limit, ��1 /	.15 Un-
fortunately, there is no corresponding theoretical result for
the nonadiabatic spin pumping in the literature. However, it
is a reasonable guess that the pumped spin-current density in
the nonadiabatic regime preserves the basic feature of Eq.
�17�: j�s

pump rotates with a certain fixed frequency. Therefore,
the spin-current density predicted by our results should be at
least qualitatively accurate in this frequency range.

V. SUMMARY AND OUTLOOK

We showed that time-dependent noncollinear spin trans-
port exhibits a wave character for modulation of the spin
current on timescales shorter than an inverse critical fre-
quency. A finite propagation velocity, cs=vF /�3, for the spin
signal can be defined due to this wave character. The spin-
diffusion equation is recovered only for modulation with fre-
quencies much lower than the critical frequency �crit, and
amounts to an adiabatic approximation of time-dependent
spin transport, where the external perturbation is assumed to
be much slower than the internal dynamics of the electronic
system. We numerically studied the dynamics of a spin cur-
rent pumped by a precessing magnetization in a Py layer into
an adjacent Cu layer. We found a pronounced space depen-
dence of the direction of the spin current at high frequencies
���100 GHz�, accompanied by a reduced penetration
depth. Both of these features are due to the wave character of
the spin-current dynamics.

In closing, we would like to comment on the relevance of
our results for experimental investigations. The frequencies,
for which we find the most pronounced effects, are in a range
that is beyond present-day electronics, and can only be
reached in metallic nanostructures by optical means.35 A dif-
ferent possible experimental verification of our theory is the
measurement of the spin-signal-propagation velocity, which
is cs=vF /�3. Such a measurement is independent of the fre-
quency or time scale of the signal. Further, we are currently

analyzing in which systems, e.g., nanostructures and doped
semiconductors, and for which experimental setups our
theory predicts corrections to the spin-diffusion theory or
effects outside spin-diffusion theory, such as standing waves.
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APPENDIX A: DERIVATION

Equations �6� and �7� of Ref. 27 are derived using the
“mean field” approximation

�
v�

vx
2�� �̂/�x� � vx

2�
v�

�� �̂/�x� . �A1�

Here we show that vx
2=cs

2 by evaluating the sums occurring
in Eq. �A1�. We start with the left-hand side �LHS�, which
we denote by I1=�v�vx

2���̂ /�x�. Due to the cylindrical sym-
metry of the system around the x axis in velocity space, �̂
can be expanded in Legendre polynomials of u=cos �, where
� is the angle between v� and the x axis, as

�̂ = �
n=0

�

�̂n�v,x�Pn�u� . �A2�

Transforming the summation into an integral, we have

I1 =
2�Vm�3

h3 �
−1

1

duu2�
0

�

dvv4�
n=0

�
�

�x
�̂n�v,x�Pn�u� .

�A3�

Using u2= �2P2�u�+ P0�u�� /3, we write the integral as

I1 =
2�Vm�3

h3 �
0

�

dvv4�
n=0

�
�

�x
�̂n�v,x�

��
−1

1

du
1

3
�2P2�u� + P0�u��Pn�u� . �A4�

Making use of the orthogonality relation of Legendre poly-
nomials, we have

I1 =
2�Vm�3

h3 �
0

�

dvv4 �

�x
� 4

15
�̂2�v,x� +

2

3
�̂0�v,x�� .

�A5�

If the system is weakly anisotropic, we can neglect the
second-order term �̂2�v ,x�,

I1 �
4�Vm�3

3h3 �
0

�

dvv4 �

�x
�̂0�v,x� . �A6�

This approximation is consistent with Ref. 4, where the
second-order term of the Legendre polynomials is neglected
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and it is shown that this is valid if �	 / �2T1��1.
Because ��̂0�v ,x� /�x is zero unless v falls in a small re-

gion �vF−�v ,vF+�v� around the Fermi velocity vF of a
system with a degenerate electron gas, we have approxi-
mately

I1 =
4�Vm�3

h3

vF
2

3
�

vF−�v

vF+�v

dvv2 �

�x
�̂0�v,x�

=
vF

2

3

4�Vm�3

h3 �
0

�

dvv2 �

�x
�̂0�v,x� . �A7�

We now need to evaluate the right-hand side �RHS� of Eq.
�A1�, which we denote by

I2 = vx
2Vm�3

h3 2��
−1

1

du�
0

�

dvv2 �

�x
�̂�v� ,x�

= vx
24�Vm�3

h3 �
0

�

dvv2 �

�x
�̂0�v,x� , �A8�

where in the last line, we used that the integral over u

projects the contribution of P0 out of �̂�v� ,x�. Because I1

= I2, we conclude that vx
2=vF

2 /3�cs
2.

APPENDIX B: NUMERICAL SOLUTION

The basics of our numerical method have been outlined in
Appendix A4 of Ref. 21. For present calculation, it has to be
augmented by a discretized version of the boundary condi-
tion on at ferromagnet/nonmagnet interface,

��t/T1 + 2�ns,i
+,l+1 = − ��t/T1 − 2�ns,i+1

+,l + cs
−1��t/	 − 2�js,i+1

+,l

+ cs
−1��t/	 + 2�js,i

+,l+1, �B1�

where the subscripts i and superscripts l stand for the discrete
space-time points and �t is the numerical time step.
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